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Univariate Time Series (UTS) Multivariate Time Series (MTS) 

Data from SHL-Huawei dataset
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Context & definitions

o Time series

o Sequence of points ordered by time

𝑀 =4



3

Context & definitions

o Streaming context:

o real-valued data flow (e.g., real-time sensor data)

o Time series in streaming context 

o Historical time series, i.e., offline time series

o Streaming time series 

o Time series stream 

Real-time sensor data
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Context & definitions

o Streaming time series
o A continuous input data stream where each instance is a real-valued data:

𝑆=(𝑡!, 𝑡", … , 𝑡#), where N is the time of the most recent input value.

o Use cases:

o Online monitoring

o Real-time forecasting
Sensors

t0 t1 … tN

Autoencoder

Raw MTS 
∈ ℝ+×-

Low-dimensional
Embedding

∈ ℝ+.×-

Reconstructed
MTS ∈ ℝ+×-

Dynamic Embedding

Reconstruction

Monitoring Forecasting
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Context & definitions

…Database

Enrich

Autoencoder

Raw MTS 
∈ ℝ+×-

Low-dimensional
Embedding

∈ ℝ+.×-

Reconstructed
MTS ∈ ℝ+×-

Dynamic Embedding

Reconstruction

TN TN-1 …

t

o Time series stream (our context)
o A continuous input data stream where each instance is a time series:
𝑆$% = 𝑇!, 𝑇", … , 𝑇# , notice that N increases with each new time-tick.

o Use cases:

o Medical domain (e.g., ECG)

o Astronomy discovery (e.g., Star Light Curves)

Health case
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Problem statement

o Complex temporal relationships in time series stream
o Infinite length
o Feature evolution
o Concept drift

Data at time t+1 Data in drift region

• TS class 1
• TS class 2
--- Class boundary

Data at time t
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Objectives

o TS features in streaming context
o Interpretability: visually interpretable
o Incrementality: feature extraction is incremental with new-coming instances [Feature Evolution] 
o Adaptability: adaptive to the evolving data distribution [Concept Drift]

o Learning model
o Scalability

o Mainly designed for Time Series Classification (TSC) Task
o Training online, classification on-line or off-line 
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Related work

Feature 
representations Classifier example Related work

Raw representation 1-NN 1NN-ED,
1NN-DTW and its variants

Statistic summary SVM or tree-based TSF [Deng et al., Inf. Sci. 2013]

Deep representations Neural Networks
mWDN [Wang et al., KDD’18],

InceptionTime [Fawaz et al., DMKD’19], 
LSTM-FCN [Farim et al., arXiv’19]

Feature/model 
ensembles Ensemble classifier

BOSS [Schäfer, DMKD’15] and its variants, 
HIVE-COTE [Lines et al., ICDM’17],
TDE [Middlehurst et al., PKDD’20]

Local patterns SVM or tree-based RPM [Wang and Lin, EDBT’16],
Shapelet [Ye and Keogh, KDD’09] and its variants

o Time series representation for classification



Why Shapelet1 in our context?

Most representative Shapelets in two classes from ECGFiveDays 
[Wang and Lin, EDBT’16]

1. L. Ye and E. Keogh. “Time series shapelets: A New Primitive for Data Mining.” In Proc. SIGKDD 2009

o Definition
o A representative shape in time series which is capable of distinguishing one class 

from the others



T1 = 20
Dataset Trace2 (class 2)
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T2 = 100
Dataset Trace2 (class 2)

Feature Evolution 
between t ∈ [20, 100]

1. L. Ye and E. Keogh. “Time series shapelets: A New Primitive for Data Mining.” In Proc. SIGKDD 2009
2. UCR Archive: https://www.cs.ucr.edu/~eamonn/time_series_data_2018/

Why Shapelet1 in our context?

o Explainable for Feature Evolution in time series stream



T2 = 100
Dataset Trace2 (class 2)

11

T3 = 200
Dataset Trace2 (class 2)

Concept Drift between 
t ∈ [100, 200]

Why Shapelet1 in our context?

o Explainable for Concept Drift in time series stream

1. L. Ye and E. Keogh. “Time series shapelets: A New Primitive for Data Mining.” In Proc. SIGKDD 2009
2. UCR Archive: https://www.cs.ucr.edu/~eamonn/time_series_data_2018/
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Shapelet-based methods  
Shapelet-based 

methods

o End-to-end (gradient-based learning)

o Generally not interpretable

Learning-based

Figure from [Grabocka et al., KDD’14]

o Highly interpretable (decision-tree)

Extraction-based

Table 9: Predicting the class label of a testing object
Predict (shapelet decision tree classifier C, testing time series T)
1
2
3
4
5
6
7
8
9
10
11

If C is the leaf node
Return label of C

Else
SÅ shapelet on the root node of C
split_pointÅ split point on the root of C
If SubsequenceDistanceEarlyAbandon (T, S) < split_point

Predict (left substree of C, T)
Else

Predict (right substree of C, T)
EndIf

EndIf

5. EXPERIMENTAL EVALUATION
We begin by discussing our experimental philosophy. We have
designed and conducted all experiments such that they are easily
reproducible. With this in mind, we have built a webpage [15]
which contains all of the datasets and code used in this work,
together with spreadsheets which contain the raw numbers
displayed in all of the figures, and larger annotated figures
showing the decision trees, etc. In addition, this webpage contains
many additional experiments which we could not fit into this
work; however, we note that this paper is completely self-
contained.

5.1 Performance Comparison
We test the scalability of our shapelet finding algorithm on the
Synthetic Lightning EMP Classification [6], which, with a
2,000/18,000 train/test split, is the largest class-labeled time series
dataset we are aware of. It also has the highest dimensionality,
with each time series object being 2,000 data points long. Using
four different search algorithms, we started by finding the shapelet
in a subset of just ten time series, and then iteratively doubled the
size of the data subset until the time for brute force made the
experiments untenable. Figure 11 shows the results.

Figure 11: The time required to find the best shapelet (left) and
the hold-out accuracy (right), for increasing large databases sizes

The results show that brute force search quickly becomes
untenable, requiring about five days for just 160 objects. Early
abandoning helps reduce this by a factor of two, and entropy
based pruning helps reduce this by over two orders of magnitude.
Both ideas combined almost linearly to produce three orders of
magnitude speedup.
For each size data subset we considered, we also built a decision
tree (which can be seen at [15]) and tested the accuracy on the
18,000 holdout data. When only 10 or 20 objects (out of the
original 2,000) are examined, the decision tree is slightly worse
than the best known result on this dataset (the one-nearest
neighbor Euclidean distance), but after examining just 2% of the
training data, it is significantly more accurate.

5.2 Projectile Points (Arrowheads)
Projectile point (arrowhead) classification is an important topic in
anthropology (see [15] where we have an extensive review of the

literature). Projectile points can be divided into different classes
based on the location they are found, the group that created them,
and the date they were in use, etc. In Figure 12, we show some
samples of the projectile points used in our experiments.

Figure 12: Examples of the three classes of projectile points in
our dataset. The testing dataset includes some broken points, and
some drawings taken from anthropologist’s field notes

We convert the shapes of the projectile points to a time series
using the angle-based method [8]. We then randomly created a
36/175 training/test split. The result is shown in Figure 13.

Figure 13: (top) The dictionary of shapelets, together with the
thresholds dth. (bottom) The decision tree for the 3-class projectile
points problem

As shown in Figure 13 and confirmed by physical anthropologists
Dr. Sang-Hee Lee and Taryn Rampley of UCR, the Clovis
projectile points can be distinguished from the others by an un-
notched hafting area near the bottom connected by a deep concave
bottom end. After distinguishing the Clovis projectile points, the
Avonlea points are differentiated from the mixed class by a small
notched hafting area connected by a shallow concave bottom end.
The shapelet decision tree classifier achieves an accuracy of
80.0%, whereas the accuracy of rotation invariant one-nearest-
neighbor classifier is 68.0%. Beyond the advantage of greater
accuracy, the shapelet decision tree classifier produces the
classification result 3×103 times faster than the rotation invariant
one-nearest-neighbor classifier and it is more robust in dealing
with the pervasive broken projectile points in most collections.

5.3 Mining Historical Documents
In this section we consider the utility of shapelets for an ongoing
project in mining and annotating historical documents. Coats of
arms or heraldic shields were originally symbols used to identify

Avonlea Clovis Mix

11.24

85.47

Shapelet Dictionary

(Clovis)

(Avonlea)

I

II

0 100 200 300 400

0
0.5
1.0
1.5

Arrowhead Decision
Tree

I

21

II

0

Clovis Avonlea

0

1 *105

2 *105

3 *105

4 *105

5 *105

Brute Force

16010 20 40 80

Early Abandon Pruning
Entropy Pruning
Combined Pruning

About 5 days

10 20 40 80 320
0.80

0.85

0.90

0.95

1.00

se
co
nd
s

ac
cu
ra
cy

Currently best
published
accuracy 91.1%

|D|, the number of objects in the database |D|, the number of objects in the database
160

Figure from [Ye and Keogh, KDD’09]



13

Algorithm for Shapelet Extraction

o Distance Profile & Matrix Profile1

1. Chin-Chia Michael Yeh et al. “Matrix Pro le I: All Pairs Similarity Joins for Time Series: A Unifying View That Includes Motifs, Discords and
Shapelets.” In Proc. ICDM 2016
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Figure 2.1: Distance Profile between Query 𝑇!,# and
target time series 𝑇′, where 𝑛$ is the length of 𝑇′. 𝐷𝑃!,%
can be considered as a meta TS annotating target 𝑇′

Figure 2.2: Matrix Profile between Source 𝑇 and Target 
𝑇′, where 𝑛 is the length of 𝑇. Intuitively, 𝑀𝑃! shares 
the same offset as source T

Ø Find the Nearest Neighbor of the Query Ø Find the closest pairs between two TS
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Proposal - SMAP

o SMAP1 : Shapelet Extraction on Matrix Profile

1. J. Zuo, K. Zeitouni and Y. Taher, Exploring interpretable features for large time series with SE4TeC. In Proc. EDBT 2019
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Proposal - Incremental version of SMAP

o ISMAP1 : Incremental and adaptive Shapelet Extraction on Matrix Profile

1. J. Zuo, K. Zeitouni and Y. Taher, Incremental and Adaptive Feature Exploration over Time Series Stream, IEEE Big Data 2019

Test-then-Train strategy
Shapelet 

Extraction

Shapelet 
Initialization

Shapelet 
Update
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Caching
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Chunk Ct, w



16

Shapelet Evaluation over newly 
input TS instances

Shapelet Evaluation

ISMAP - Evaluation Block

Concept Drift detection

o Page-Hinkey (PH) Test: initially designed for
change point detection in signal processing.

o 𝜆: PH threshold to detect a Concept Drift

o 𝐶𝑜𝑛𝑐𝑒𝑝𝑡 𝐷𝑟𝑖𝑓𝑡 = 4 𝑇𝑟𝑢𝑒, 𝑃𝐻# ≥ 𝜆
𝐹𝑎𝑙𝑠𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

e.g., 
loss threshold  
Δ = 0.3

Consider the evaluation loss as a signal
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ISMAP - Elastic Caching Mechanism
o One-pass algorithm

o Only conserve the data under the current concept to be learned

o Conserve the historical Shapelets in the out-of-date concepts (optional) 



Datasets: 
o 14 datasets from UCR Archive1

Baselines (Shapelet Tree classifiers):
o Information Gain (IG) [Ye and Keogh, KDD’09]

o Kruskall-Wallis (KW), Mood’s Median (MM) 
[Lines and Bagnall, IDEAL’12]

18

Experiments
Research Questions:

o RQ1. Incremental learning with ISMAP
o Stable-concept time series stream
o To validate the incremental behavior

1. UCR Archive: https://www.cs.ucr.edu/~eamonn/time_series_data_2018/

o RQ2. Adaptive learning with ISMAP 
o Drifting-concept time series stream
o To validate the drift detection behavior 

and elastic caching mechanism

Datasets:
o Synthetic Trace and ECG5000 datasets1:

o Randomly put noise for Data Augmentation
o Two concept drifts are inserted in each dataset
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Incremental and Adaptive Feature Exploration over Time Series Stream 13

Table 1: Shapelet Datasets in UCR Archive used for Incremental Test (ISMAP)
Type Name Train/Test Class Length IG KW MM ISMAP(best) Para. (�) Comp. Ratio

Simulated SyntheticControl 300/300 6 60 0.9433 0.9000 0.8133 0.7007 0.35 46.7%

Sensor

Trace 100/100 4 275 0.9800 0.9400 0.9200 1 0.5, 0.45 26.0%
MoteStrain 20/1252 2 84 0.8251 0.8395 0.8395 0.9169 0.45 60.0%
SonyAIBO.I 20/601 2 70 0.8453 0.7281 0.7521 0.9151 0.4 95.0%
SonyAIBO.II 27/953 2 65 0.8457 - - 0.8583 0.4 63.0%
ItalyPower. 67/1029 2 24 0.8921 0.9096 0.8678 0.9466 0.45 25.4%

ECG
ECG5000 500/4500 5 140 0.7852 - - 0.9109 0.4 9.4%
ECGFiveDays 23/861 2 136 0.7747 0.8721 0.8432 0.9826 0.4 51.2%
TwoLeadECG 23/1189 2 82 0.8507 0.7538 7657 0.9337 0.5 47.8%

Images
Symbols 25/995 6 398 0.7799 0.5568 0.5799 0.8113 0.35 96.0%
Co↵ee 28/28 2 286 0.9643 0.8571 0.8671 0.9286 0.4 78.6%
FaceFour 24/88 4 350 0.8409 0.4432 0.4205 0.9886 except 0.45 62.5%
DiatomSize. 16/306 4 345 0.7222 0.6111 0.4608 0.8758 0.5 50.0%

Motion GunPoint 50/150 2 150 0.8933 0.9400 0.9000 0.9733 0.45 42.0%

Accuracy

Time

Fig. 6: Results of Incremental Test (ISMAP) by adopting Shapelet Evaluation

and predict target instance: a) Information Gain (IG)[29], b) Kruskall-Wallis
(KW) [18], c) Mood’s Median (MM) [18]. As quality measure’s calculation is
negligible compared to the total time cost, the computation time should remain
at the same level when they adopt the same distance measure (e.g., MASS ), and
when ISMAP doesn’t adopt a Test-then-Train strategy.

Table 1 shows the accuracy performance comparison between baselines and
our approach. Obviously, ISMAP achieved the top performance on accuracy met-
ric on more datasets than any other classifier (12 of 14). Specifically for sensor,
motion and ECG data, ISMAP performs no doubt better than other approaches,
and achieved more than 20% accuracy improvement in ECG5000. Table 1 shows
as well the parameter � which brings the best accuracy performance. The Com-
pression Ratio is defined by the proportion of imported valuable instances over
total training instances: Comp.Ratio = nbr.instanceimported

nbr.instancetraining
, the ratio below 1

brings a better performance in both time and memory cost.

Fig. 6 shows a global view of accuracy and time cost tested by ISMAP

under di↵erent loss thresholds. Most of the time the accuracy keeps on a relative
stable stage even with the increase of �, which can be explained by the fact that
the instances from the same class are highly consistent, and share the common
Shapelet features. Therefore, the system e�ciency can be largely improved with
an exchange of a negligible decrease of accuracy.

o Incremental behavior
o Captured by 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑖𝑜 = $!"#$%&

$&%'!(!()

o Possible to combine with other TS classifiers:
o Shapelet Transform [Lines et al., KDD’12]

o HIVE-COTE [Lines et al., ICDM’16]

RQ1. Incremental learning with ISMAP

1. J. Lines, L. M. Davis, J. Hills, and A. Bagnall, “A shapelet transform for time series classification,” in Proc. SIGKDD 2012
2. J. Lines, S. Taylor, and A. Bagnall, “Hive-cote: The hierarchical vote collective of transformation-based ensembles for time series classification,”  IEEE ICDM 2016
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o Trade-off between Accuracy and Loss Threshold Δ

RQ1. Incremental learning with ISMAP

In theory
o Loss threshold ↗, the efficiency ↗, the accuracy ↘

In practice
o The highest accuracy falls in the range Δ ∈ [0.35,0.45].

Δ
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o Concept drift detection & Elastic caching mechanism1

RQ2. Adaptive learning with ISMAP

1. J. Zuo, K. Zeitouni, and Y. Taher, “ISETS: Incremental Shapelet Extraction from Time Series Stream”, demo paper in ECML-PKDD’19 

o Two concept drifts detected
o 65 of 500 instances cached

o Two concept drifts detected
o 120 of 1000 instances cached

ECG5000

Trace

time

time

# of TS instances

# of TS instances

PH score 

PH score

time

time
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ISMAP - Conclusion

o Shapelet representation is natively interpretable for explaining the feature
evolution and concept drift in the time series stream.

o Our proposal ISMAP extracts incremental and adaptive Shapelets from the
time series stream

o Our proposed elastic caching mechanism handles the infinite time series
stream.

o ISMAP is applicable in the scenarios where:
o New TS instances enrich the learned concept
o New TS instances may lead to Concept Drift

Github page


